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Abstract

A paradigm for biology is emerging in which cells can be genetically 
programmed to write their histories into their own genomes. 
These records can subsequently be read, and the cellular histories 
reconstructed, which for each cell could include a record of its lineage 
relationships, extrinsic influences, internal states and physical locations, 
over time. DNA recording has the potential to transform the way that we 
study developmental and disease processes. Recent advances in genome 
engineering are driving the development of systems for DNA recording, 
and meanwhile single-cell and spatial omics technologies increasingly 
enable the recovery of the recorded information. Combined with 
advances in computational and phylogenetic inference algorithms, the 
DNA recording paradigm is beginning to bear fruit. In this Perspective, 
we explore the rationale and technical basis of DNA recording, what 
aspects of cellular biology might be recorded and how, and the types 
of discovery that we anticipate this paradigm will enable.
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Building on a rich history (Box 1), the nascent field of DNA-based 
recording offers a potential way of obtaining cellular histories that over-
comes the limitations of current measurement paradigms. The basic 
premise of DNA-based recording is to engineer cells to record their his-
tories into their genomes using DNA editors, such that a single destruc-
tive snapshot is informative with respect to not only each cell’s present 
but also its past. A key principle that enables DNA-based recording is the 
generation of heritable mutations at defined target sites. Two types of 
system can be used to generate edits: constitutive recorders generate 
random edits on a set of target sites, allowing reconstruction of lineage 
trees9,17,18, whereas conditional recorders generate edits at a different 
set of target sites at a rate proportional to the external signals, internal 
states or spatial contexts being sensed, allowing analysis of the past 
trajectory of single cells17,19. Many conditional editors and correspond-
ing target sites can be included to record as many biological inputs 
of interest as needed. When both systems are activated, the result 
is a cell lineage tree ‘decorated’ with the relative activity of specific 
biological events over cell divisions or absolute time (Fig. 1c) across 
different biological contexts for which recording has strong potential 
to provide insight.

This Perspective focuses on the present and future of DNA-based 
recording, highlighting recent technological advances. Breakthroughs 
in DNA synthesis20, assembly21,22 and delivery23 are facilitating the 
engineering of genomes to encode the necessary components of 
read/write systems. Site-specific recombinases24, clustered regularly 
interspaced short palindrome repeats (CRISPR) systems25–27 and other 
genome-editing technologies28 are enabling the writing of information 
to the genome, while advances in single-cell molecular profiling, spatial 
transcriptomics and sequencing are enabling its recovery29,30. Finally, 
progress in big data analysis and phylogenetic inference algorithms is 
furthering our ability to reconstruct complex cellular histories from 
DNA edits31. Of note, although RNA-based32–34 and protein-based35,36 
recording methods have been described recently, we focus here on 
recording to genomic DNA, which allows long-term storage and faith-
ful transmission of recordings through not only cell divisions but also 
throughout the life of an organism. For practical guidance on how 
recording experiments can be designed, executed and interpreted, 
we refer the reader to other recent reviews16,37–39.

Recording cellular histories
DNA recording systems integrate recent advances in three areas: 
(1) writing information through time as heritable DNA edits, either by 
constitutive or conditional editing; (2) reading recorded information 
from each cell at an endpoint; and (3) reconstructing the histories 
of cells from recovered edits (Fig. 2a).

Writing to cellular histories to DNA
Systems for writing information to the genome would ideally have sev-
eral characteristics. Writing should be minimally perturbative, that is, 
neither the editor nor the editing activity should alter cell identity or 
fate. Recording loci should contain as many target sites as possible to 
maximize information capacity. Constitutive recorders should be active 
at a rate that is steady enough and high enough to generate unique edits 
during each cell cycle. Conditional recorders should be activated by 
a particular internal or external signal, and be sensitive, selective and 
quantitative, that is, active in proportion to the biological signals of 
interest that they sense (for example, enhancer activity, signal duration 
or protein levels), and inactive in the absence of that signal. Recorders 
should continue to operate in post-mitotic cells. Each target site should 

Introduction
A fundamental challenge in biology is to explain biological states or 
processes, including normal development and disease, in terms of the 
events that precede them. The sequence of events taking place in indi-
vidual cells can be collectively thought of as a cellular history. Cellular 
histories include a range of features about each cell that encapsulate 
past relationships and events, inform its present state, and constrain 
its possible futures (Fig. 1a), including:

• How a cell is related to other cells by lineage, that is, which cells 
are its sister, its cousins and so forth. Cellular phenotypes, func-
tions and potentials are often inherited through, or structured 
by, mitotic divisions1.

• The identity, amplitude and duration of extrinsic signals (mechani-
cal or biochemical) that a cell, or its ancestors, received at different 
points in its past. Such signals provide cues for changes to cell state 
or cell fate2, or responses to environmental stresses or injuries.

• The longitudinal dynamics of each cell’s internal molecular state 
(that is, its trajectory), including the levels of transcription factors 
and other regulatory molecules, as well as its epigenome. These 
characteristics constrain and often determine a cell’s functional 
behaviours, including its ability to change into other states3.

• Spatial context, including the identities and states of a cell’s past 
and present neighbours. The spatial neighbourhood of a cell 
informs its function within tissue and reflects its developmental 
history of growth, differentiation and cell movement4.

Cellular histories have the potential to show not only how indi-
vidual cells are related to one another, but also what events drove them 
into their observed states, in diverse biological contexts (Fig. 1b). For 
example, in developmental biology, cellular histories can help to delin-
eate the developmental potentials of all progenitors, and can conclu-
sively determine the origin(s) of both healthy and disease-associated 
adult cell types5–7. Applied to cancer progression, cellular histories 
reveal how clonal fitness evolves in tumours, yielding reconstructions 
of the emergence of invasiveness as well as the spatiotemporal dynam-
ics of metastasis8. Reconstructing the intrinsic and extrinsic signalling 
history of individual cells can inform our understanding of cell fate 
determination, and of spatial and temporal patterning of tissues and 
organs during development9–11. In microbial environments, such as soil 
or the human body, cellular histories can reveal how microorganisms 
respond to different environmental cues and conditions12.

From a technical standpoint, cellular histories are challenging 
to obtain. The most obvious approach is through direct visualiza-
tion of cells over time. However, many model organisms and micro-
bial environments are composed of millions to trillions of cells 
generated through variable patterns of cell division and traversing 
non-deterministic trajectories. In addition to scalability limitations, 
the direct observation of cells is complicated by the opaqueness of 
organisms, their physical movement during activities of interest, and 
the long timescales over which biology plays out. An alternative to visu-
alization involves genome-wide methods for measuring cell state, such 
as multiplex fluorescence in situ hybridization (FISH) or single-cell RNA 
sequencing (scRNA-seq). For example, the widespread application of 
scRNA-seq has revealed a myriad of cell types and cell states in diverse 
organisms13–15. However, these approaches are typically destructive, 
preventing continuous monitoring of the same cells over time. Since 
trajectories often involve reversible or discontinuous changes, it is 
difficult to reliably infer a series of states traversed by individual cells 
from a series of snapshots16.
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be editable to many distinct and terminal ‘character states’ without the 
risk of target-site loss. Finally, the sequential order of edits should ideally 
be recorded to explicitly capture the temporal order of cellular events.

Several classes of editor are being explored as writers, which act 
by rearranging, scarring, base editing or inserting into genomic DNA. 
Each has its own strengths and weaknesses (Fig. 2b).

Rearranging generates edit-state complexity without DNA 
cleavage. Enhancer-driven site-specific recombinases (SSRs) and 
integrases have long been used to catalyse programmable rear-
rangement of DNA sequences as a form of biological recording, for 
example, recording chemical exposures to population of cells40,41 or 
permanently marking a subpopulation of cells and its descendants 
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Fig. 1 | Rationale for DNA recording. a, Longitudinal recordings of cellular 
histories are needed to understand their dynamics, such as cell lineage (1), 
extrinsic signalling (2), internal state (3) and spatial relationships (4) that give rise 
to cell states and fates over time. b, Recording in diverse biological contexts may 

enable insights into the origin(s) of adult cell types, the evolution of clonality, 
the intrinsic and extrinsic signalling history associated with final cell fate, and 
microenvironments. c, A decorated tree reconstructed from DNA recordings 
provides multimodal cell histories (see panel a) over time.
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Box 1 | A historical perspective on recording cell histories
 

Over the past two centuries, various modes for recording cell histories 
have emerged that can be broadly categorized into: lineage tree 
reconstruction, where each branch ideally represents single cell 
divisions; clonal analysis, where cell fates that descended from a 
common progenitor are grouped together; and signal recording, where 
previously experienced signals provide an indelible mark within cells.

Strategy 1: Reconstructing trees of embryonic development 
through direct observation
The field of cell lineage tracing has deep roots that extend to the 
late nineteenth century, when Charles Whitman, Edwin Conklin 
and Edmund Wilson independently observed cells in embryos to 
trace the developmental origins of germ layers in various marine 
invertebrates145–147. Strikingly, they found that these embryonic cell 
divisions often occur in a stereotypical, invariant manner that was 
similar between different species. Conklin began constructing larger 
fate maps148 — schematics that delineate the future fates of individual 
progenitor cells or regions. Decades later, John Sulston and colleagues 
used direct observation to map the complete lineage tree that gives 
rise to the cells of the hatched larvae of Caenorhabditis elegans149. 
These studies demonstrated how relatively simple observational 
methods can be used to construct detailed maps of embryonic 
development. However, tissues and embryos in many organisms are 
not transparent, are larger in scale and proceed more slowly and less 
deterministically in their development than in C. elegans, precluding 
the use of direct observation to reconstruct complete cell lineages.

Strategy 2: Clonal analysis through dye injections, 
transplantation, chimaera generation, retroviral infection 
and in vitro culture systems
Experimental manipulations can be used to trace the contributions 
of progenitor cells to descendants. For example, researchers 
began using dyes and radioactive tracers to label groups of 
progenitor cells150–152, transplanting tissue to foreign hosts153 and 
generating chimaeras through embryo aggregation154,155. These 
approaches produced fundamental discoveries about fate bias 
and cell migration. For example, the construction of fate maps within 
amphibian embryos revealed that vertebrate embryos are generally 
divided into three germ layers, which contain progenitors that give 
rise to particular sets of future organs. Later approaches permanently 
labelled single cells by reporter gene transfection to analyse the 
fates of their progeny156–159. In vitro culture systems were also used to 
track individual progenitors using time-lapse microscopy160. These 
enhanced versions of direct observation revealed that clones could 
be surprisingly variable in both size and descendant-cell diversity. 
Unlike C. elegans development, vertebrate development is much 
more plastic. However, although these approaches are powerful, 
portable and still widely used, they are best suited to looking at 
a single process or cell type at a time, and are difficult to scale to 
all cells in a tissue or organism.

Strategy 3: Clonal analysis in specific subsets of progenitors 
using genetic recombinases
Genetic recombinases began to be used widely in the 1990s 
to analyse groups of progenitors marked by the expression of 

key genes161–163. These experiments often involved expressing a 
recombinase (Cre or FLP) in a cell-type-specific or tissue-specific 
manner to permanently activate a reporter gene to label all 
descendant cells. These studies generally revealed that while some 
progenitor cells seem to be multipotent, giving rise to many fates, 
other progenitor cells can have distinct and reproducible biases 
in cell fate164–166. Nevertheless, this work was limited to analysing 
groups of progenitor cells, since all activated progenitors would be 
identically labelled, preventing high-resolution, single-cell analyses 
of lineage and fate. More complex recombination cassettes were 
later developed to label different cells with distinct colours or 
combinations of colours42,43,167,168. These allowed the simultaneous 
analysis of dozens of clones within a tissue, providing insight into 
mechanisms like clonal crypt formation in the intestine and subsets of 
neural progenitors in the developing brain. However, these methods 
were not scalable to larger tissues or organs, because limited colour 
diversity meant that unrelated cells could be coincidentally labelled 
with the same colour combination with high likelihood.

Genetic recombinases have also been adapted for recording 
developmental signalling pathway activation and neural activity. 
These approaches rely on signalling-pathway-specific promoters 
that express a recombinase, often gated by small-molecule activation 
enabling temporal control of recording, leading to permanent 
activation of a reporter gene. Importantly, these approaches 
typically record the transcriptional activation of a signalling 
pathway, not the expression of a signalling molecule itself. Treating 
embryos with a drug during a window of developmental time will 
permanently label all cells that activate a given signalling pathway. 
This approach has been used, for example, in mouse embryos to 
link Shh signalling to limb and digit patterning169,170 and forebrain 
neurogenesis171. More recently, genetic recombinases were used 
in adult animals to label and manipulate the neural circuits that 
control cognition and behaviour172,173. Current strategies label specific 
subsets of neurons for manipulation based on immediate early gene 
expression, intracellular calcium levels174,175 or synaptic activity176,177. 
These approaches typically also suffer from the inability to mark 
different cells with distinguishable labels.

Strategy 4. Reconstructing lineage trees using naturally 
occurring somatic mutations
In most approaches discussed thus far, labels are experimentally 
delivered to cells that subsequently proliferate and differentiate. 
These prospective approaches are limited to experimentally 
accessible systems and cannot be applied to the study of human 
embryo development. As an alternative, somatic mutations that 
accumulate naturally due to errors in DNA replication can be 
sequenced and used to reconstruct lineage trees retrospectively. 
As a proof of principle, researchers began to use sequencing 
to trace lymphoid lineages through somatic hypermutation at 
immunoglobulin loci178, intestinal lineages through post-zygotic 
methylation patterns at CpG sites179, and epithelial lineages through 
polyguanine repeat DNA sequences180. With new innovations in 
single-cell DNA and RNA sequencing in the 2010s, somatic mutations 
could be detected at scale and used for lineage reconstruction, 
including single-nucleotide variants181–185, copy-number variants186 
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with a fluorescent reporter (Box 1). Newer SSR-based recording sys-
tems such as intMEMOIR leverage more complex target sites, such 
as arrays of target sites that stochastically or iteratively rearrange to 
multiple character states10,42,43. Editing by SSRs avoids endonucleo-
lytic cleavage of DNA strands and does not involve the endogenous 
DNA repair machinery44,45. Although the expression of an SSR can be 
made signal-dependent (for example, by placing it under the control 
of a cis-regulatory element that is activated by a transcription factor, 
drug or morphogen), the potential of SSRs to record multiple signals is 
limited at present by the relatively small number of well characterized, 
orthogonal SSRs.

Scarring efficiently generates diverse mutations at target edit 
sites. CRISPR–Cas9 editors can be used to induce DNA double-strand 
breaks (DSBs) at target sites specified by guide RNAs (gRNAs)9,17,18,46–49. 
Imperfect repair of those DSBs generates irreversible insertions and 
deletions (indels), termed ‘scars’. This approach was taken by early 
attempts at DNA-based lineage recording, such as GESTALT9,50, and 
is the most widely applied to date. It has been successful for in vivo 
recording applications thanks to its high editing rates and capacity 
for multiplexing with different gRNAs and CRISPR systems9,18,46–49,51,52. 
Furthermore, some in vivo scarring-based implementations place 
the Cas9 editor under the control of an inducible promoter, that is, 
single-channel conditional recording29. However, DSBs can be toxic 
to cells, and in arrays of target sites, deletion scars frequently com-
promise adjacent target sites9,50,53. Moreover, this approach does not 
directly capture the order in which recorded events occurred (that 
is, phylogenetic inference across a population of cells is required), 
although variant approaches based on self-targeting gRNAs can partly 
mitigate this issue54,55.

Base editing allows digital editing at precise, densely encoded 
target sites. CRISPR base editors can generate specific point mutations 
at target sites28,56,57 and have been used for DNA recording30,58,59. Base 
editors induce mutations without generating DSBs, and allow dense 

packing of predictably editable target sites into arrays, facilitating 
subsequent analysis of edit patterns. Although base editors typically 
generate only one character state, they can be used to produce multiple 
edit outcomes in two ways. First, newer base editors (such as AXBE and 
AYBE) allow a single initial base to be edited to all three other bases60,61. 
Second, by editing dinucleotides, rather than single-base target sites, 
it is possible to generate three alternative dinucleotides62,63. As with 
indel and rearranging methods, base editing in general produces unor-
dered edits unless the sites are engineered to be edited sequentially64,65, 
and can exhibit substantial off-target activity66–69, although this can 
be in part addressed using newer-generation base editors with less 
off-target activity70–73.

Inserting allows linearly ordered recording of multiple signal- 
specific symbols. Prime editors provide a way to generate tem-
porally ordered edits. They are composed of a Cas9 nickase fused 
to a reverse transcriptase, and use corresponding prime editing 
guide RNAs (pegRNAs) to insert short sequences precisely at target 
sites28,74,75. The DNA Typewriter and peCHYRON techniques lever-
age prime editors to achieve a high number of potential character 
states for each edit (at least dozens but potentially thousands, if that 
many pegRNA-expressing constructs could be concurrently intro-
duced)76,77. Furthermore, in both systems, each insertional edit cre-
ates a target site for a new edit. This allows edits to be concatenated 
sequentially, such that their temporal order is reflected in their linear 
order along the DNA. Furthermore, prime editors can be used to record 
transcriptional events by making the production of specific pegRNAs 
conditional on the activity of a cis-regulatory element, using a frame-
work termed ENGRAM78. Similarly, pegRNAs can be activated through 
protein–protein interactions, a second kind of biologically conditional 
editing79. A drawback with prime editors is that they are currently less 
efficient than other editors, reducing overall edit rates and temporal 
resolution, although this may be addressed by newer prime editors80.

A second class of insertional editors leverages Cas1–Cas2 systems 
to integrate short DNA segments (spacers) generated from reverse 

and microsatellite repeats187. These approaches have been used 
to study human embryogenesis, revealing a surprisingly unequal 
contribution of early embryonic cells to adult somatic tissues188. 
However, although powerful, these approaches are only able to 
reconstruct lineage trees, because the transient trajectories that 
influence human cell-type differentiation are not recorded in 
DNA-replication errors.

Strategy 5: High-throughput clonal analysis by sequencing 
static barcodes
In 1992, Walsh and Cepko pioneered the use of diverse retrovirus 
libraries containing short unique DNA sequences to distinguish 
between individual clones within the same tissue at scale189. 
Initially, this approach was laborious because individual cells had 
to be excised and processed to enable PCR to detect the barcode. 
However, scalable single-cell sequencing in the 2010s opened up 
the era of single-cell clonal barcoding, allowing the simultaneous 
analysis of many clones containing endpoint cell states. Multiple 
approaches for clonal barcoding, such as diverse viral libraries, 
multiplexed recombination cassettes or mobile transposable 

elements, were first applied to the study of haematopoiesis. These 
studies revealed migration patterns of antigen-specific T cells190, 
fate potential in lymphoid-primed multipotent progenitors191 and 
hematopoietic stem cell (HSC) progenitors43,192, and differences in 
HSC proliferation between irradiated transplantation settings193 versus 
steady-state haematopoiesis194. Clonal barcoding was later applied to 
other systems to study fate differentiation in cancer195 and forebrain 
development196,197. Nevertheless, the static nature of these barcodes 
limited the inferences of temporal dynamics. This limitation has been 
partially addressed by taking advantage of systems where cells can 
be grown in vitro. For example, Weinreb et al.198 barcoded a pool of 
haematopoietic progenitors, allowed them to expand, then split them 
to simultaneously profile cell states immediately and at later time 
points after differentiation, thus linking early transcriptional states 
to later clonal fate compositions. Biddy et al.199 applied lentiviral 
transduction successively to fibroblasts undergoing reprogramming 
for coarse-scale lineage tree reconstruction, in which branches 
represent multiple cell divisions. However, these approaches are 
difficult or impossible to implement in vivo, necessitating other 
approaches for resolving temporal dynamics.

(continued from previous page)
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transcription of intracellular RNA in CRISPR spacer arrays, providing 
an explicit and ordered record of a cell’s gene-expression history12,19,81–83. 
With this approach, the acquisition of spacers has been shown to be 
both orthogonal and dose-dependent on absolute mRNA present within 
the cell12,82,83. However, these systems are currently limited to prokaryotic 
systems owing to reliance on accessory integration host factors.

Overall, writers that can deliver precise, information-rich and tem-
porally ordered edits at high rates, without loss of previous recorded 
information and without perturbing cellular or organismal physiology, 
are necessary for this paradigm to reach its full potential. At present, 
prime editors could meet these criteria, especially if they can be opti-
mized to achieve higher edit rates and to perform efficiently across 
diverse cell types. Base editors could also meet these criteria if they 
can be optimized to store more memory per edit site and to perform 
temporally ordered edits in a scalable manner. Cas1–Cas2 systems have 
the greatest capacity for capturing rich transcriptomic information 
over time but might require considerable optimization to be success-
fully ported to eukaryotic systems. Finally, most writers discussed 
so far have been constitutively expressed to record lineage, and the 
development of biologically conditional editors remains immature 
(see section ‘Practical challenges for DNA-based recording’ for further 
discussion of the challenges).

Reading DNA-recorded information
Information recorded to genomic DNA must eventually be recovered 
by sequencing or imaging methods. Some approaches directly recover 
recording information from DNA9,18,43,58, but most approaches tran-
scribe the single-copy genomic DNA records into RNA for capture 
alongside the transcriptome and/or epigenome29,47,63,84 (Fig. 2c).

Sequencing. scRNA-seq on dissociated tissues is a convenient and 
scalable means of obtaining rich endpoint measurements that can 
also be used to recover DNA-based records. For example, target sites 
for editors can be embedded within the 3′ untranslated region (UTR) 
of expressed reporter genes, facilitating their recovery with standard 
scRNA-seq protocols29,46,47, such that for each cell, historical informa-
tion is recovered alongside an endpoint transcriptome. However, 
technical limitations of scRNA-seq, such as cellular loss, dropout and 
loss of spatial information, can introduce uncertainty or bias in the 
analysis of lineage as well as other recorded information. If scRNA-seq 
could enable recovery of all (or nearly all) recorded information from 
all (or nearly all) cells in the tissue or organism profiled, the inference 
of complete cellular histories would be possible. To our knowledge, the 
highest recovery that has been achieved while concurrently capturing 
DNA-based records was about 50% of cells in a monoclonal expansion 
of HEK293T cells in vitro85. An alternative to scRNA-seq would be for a 
rich set of recordings to be captured to a dense region and recovered 
by long-read sequencing, such that a single sequencing read would 
suffice for reading out the history of each cell.

Imaging. Imaging-based methods can also recover omic measure-
ments while fully preserving the spatial relationships of cells. Elegant 
approaches for querying thousands of genes use sequential rounds 
of fluorescent in situ hybridization and imaging86–88. Adaptations of 
such methods can be used to amplify and query single base edits in 
situ to recover information from DNA-based records30. Such meth-
ods could be adapted to discriminate between more diverse editing 
outcomes. For imaging-based spatial transcriptomics methods, this 
requires that the set of potential character states be known in advance,  

such that probes can be designed to discriminate between them. 
However, with sequencing-based spatial transcriptomic methods, 
diverse editing outcomes could potentially be read out directly89.

Reconstructing cellular histories
Lineage trees. The development of tools to reconstruct cellular his-
tories has been led by efforts to use data from constitutive recorders 
to generate cell lineage trees. Lineage tree reconstruction draws on 
the general principle that lineage relationships can be inferred by 
comparing edit patterns from constitutive recorders between cells 
(Fig. 2d). Roughly speaking, the more similar the edit patterns are 
between cells, the more closely related the cells should be in the lineage 
tree. To enable accurate reconstruction, the properties of the recording 
technology have to be taken into account; for example, how character 
states are generated90–92 and how the frequencies of different character 
states vary9,90,91,93.

Current algorithms for reconstructing lineage trees differ in 
speed and accuracy. Statistical methods, such as maximum likeli-
hood or Bayesian methods, using an appropriate model can be very 
accurate. However, because the number of possible tree topologies 
grows super-exponentially with the number of cells, reconstruction 
of larger lineage trees that include many cells is typically not feasible 
because these methods are too slow. Instead, algorithms ensuring 
fast tree reconstruction using heuristics are used, although they may 
suffer from limitations in accuracy. For example, greedy algorithms, 
either building the tree top-down starting with early, shared indels94, 
or bottom-up by progressively merging cells with similar target sites95, 
can ensure reconstruction of large trees with the risk of finding only a 
locally optimal tree rather than the globally best tree. Alternatively, an 
iterative tree-building algorithm96 first creates a basic tree structure 
using a subset of cells and then iteratively adds in additional samples. 
However, initial choices, especially those related to the tree’s backbone, 
may heavily bias the final tree structure. Systematic comparisons 
across tools with real and simulated benchmarking data are essential 
to evaluate the speed and accuracy of any construction algorithm93.

In addition to estimating an accurate tree topology, branch lengths 
can be calibrated to absolute time to understand the timing of vari-
ous cell events such as differentiation or metastasis. Calibrating the 
lineage tree topologies in absolute time (such as hours)90,95 can be 
achieved by modelling the edit accumulation as a function of time.

Cell population dynamics. Time-scaled lineage trees contain informa-
tion about cell population dynamics. For example, if most branching 
events happened close to the start of the tree, the cell population prob-
ably experienced rapid early expansion and exponential growth. Alter-
natively, if most branching events occurred close to the end of the tree, 
then the cell population was probably fairly constant over time, which 
could be indicative of long-term maintenance of a stem cell pool97. The 
field of phylodynamics has built statistical tools to extract population 
dynamics from trees. In the context of single-cell biology, methods 
of estimating the population size and progenitor commitment times 
within the sampled population of cells95 and the rates of cell division 
and death events in the entire cell population90 have been proposed.

Intrinsic states, extrinsic signals and spatial context. Biologi-
cal recording is possible and of interest even when it does not refer 
to cellular lineage information. Examples are signal event histo-
ries in a post-mitotic neuron (Box 2) or pathogen-exposed innate 
immune cell (Box 3). Ideally, the dynamics of multiple signals within 
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a single cell’s history, in relation to one another as well as to absolute 
time and regardless of whether the cell is dividing, should be recordable 
and recoverable if ordered editing is assumed. However, presumably 
because multiplex biologically conditional editors are still very new, 
the development of algorithms for analysis of such data remains imma-
ture. There are a few datasets available, associated with the DOMINO, 
CAMERA and ENGRAM methods, that may serve as entry points or 
inspiration for computational approaches64,65,78. Potential framings 
of the problem and how it might be addressed algorithmically are 
discussed in the section ‘Practical challenges for DNA-based recording’.

Tree decoration. Combining the cell lineage tree with the cell’s past 
trajectory, its extrinsic signals and its spatial context information into 
a cellular history involves decorating the tree with this information 
obtained from conditional recorders as well as endpoint measure-
ments. Provided that the constitutive and conditional recording occurs 
concurrently, the tree would provide guidance on when the signals 
occurred. For example, if two sister cells (relationship informed by 
constitutive recording) share a recorded signal (obtained from con-
ditional recording) but no other cells do, then the event recorded may 
have occurred in the parent of the two sister cells. Endpoint measure-
ments can enrich such conditional recorder data by providing the state 
of each cell at the end of the experiment.

Rich datasets in which cell lineage, trajectory information, extrin-
sic signals and spatial context are concurrently recorded are not yet 
available. At present, decorating a tree relies merely on molecular 
state information of the analysed cells at the end of the experiment. 
Two primary methods have thus far been developed for such data: 
first, methods estimating transition maps between cell states from 
several time points, incorporating some (but by far not all) lineage 
information98–100; and second, methods that decorate the tree at ances-
tral nodes. For example, a maximum-parsimony approach has been 
applied to infer tissue location within tumour phylogenies8.

Accounting for noise and uncertainty. Phylogenetic reconstruc-
tion and tree decoration methods include heuristic, distance-based, 
parsimony-based methods18,29,47,94,96, as well as statistical 
maximum-likelihood and Bayesian methods90,95. Major challenges for 
reconstruction stem from the noise in the data, owing to heterogenei-
ties in reading and writing as well as incompleteness of the recording 
data. Noisiness for a given cell may stem from silencing or imper-
fect readout, leading to ‘drop out’ of recorded information at some 
sites. Furthermore, recordings for only a subset of cells are likely to 
be captured and not every division of cells may be recorded (that is, 
sampling depth is limited). In general, methods can deal with incom-
pleteness by imputing missing data94,95, by explicitly modelling the 

Box 2 | The potential of DNA-based recording in the nervous system
 

Understanding the complex processes that shape neural develop-
ment and function is a central goal in neuroscience. By recon-
structing the lineage history of individual neurons, we can gain 
insights into how the developmental relationship of a neuron with 
other neurons influences its final identity and function within the 
brain. Recording signalling pathway activities can further reveal 
the roles of specific pathways during cell-fate determination, while 
calcium activity and oxidative stress recordings can indicate how 
neurons respond to stimuli. For example, as illustrated, barcodes  
A, B, C and D could record lineage, Wnt signalling, calcium activity 
and oxidative stress, respectively (see the figure, panel a). In such 
an experiment, constitutive editing of barcode A is first used 
to record the lineage relationships of neurons during mouse 
development, by expressing an editor from an EF1α promoter and 
a guide RNA (gRNA) under a U6 promoter. Conditional recording is 
then used to record the activity of Wnt signalling. A Wnt-responsive 
enhancer (TCF) is coupled to the activation of an orthogonal editor 
that introduces edits into barcode B. Next, conditional recording 
is used to record neural activity in postmitotic neurons. Long-term 
calcium activity is recorded by coupling the immediate early gene 
FOS to another orthogonal editor that introduces edits into  
barcode C. Conditional recording is then used to record oxidative 
stress. An NRF2 (nuclear factor erythroid 2-related factor 2)-binding 
DNA response element, which responds to electrophiles and reactive 
oxygen species, is coupled to the activation of another orthogonal 
editor that introduces edits into barcode D. The behaviour of the 
mouse would also be recorded for the duration of the experiment. 
Finally, individual neurons are isolated and barcodes are transcribed 
by T7 RNA polymerase and then sequenced together with single-cell 
transcriptomes. Integration of data from the four barcodes and 

the cellular identity is used to reconstruct the history of each neuron 
(see the figure, panel b). Notably, the individual components of the 
proposed recorders already exist as reporter genes but would be 
combined here to record information into DNA.
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loss of information90, or by subsampling a set of cells from the tissue90. 
The uncertainty resulting from heterogeneous and incomplete data 
can be considered by Bayesian phylogenetic approaches or through 
phylogenetic bootstrapping to obtain confidence estimates.

Heuristic methods96 are typically fast, enabling estimation of 
lineage trees on millions of tips. However, the estimates may be rather 
uncertain or biased owing to the noise in the data and heuristics may 
fail to converge to global optima. By contrast, statistical methods using 
an appropriate model can lead to unbiased results with quantification 
of uncertainty. In particular, Bayesian methods naturally incorporate 
noise and uncertainty, but are very computationally intensive, only 
facilitating analysis of a few hundred cells to a couple of thousand cells. 
As recording becomes complex, the noise and uncertainty in the data 
will decrease, and non-statistical frameworks may lead to reliable 
decorated trees. We anticipate that expansion of recording capacity 
will alleviate some statistical and computational challenges.

Applications of DNA-based recording
The application of DNA-based recording to generate biological insights 
remains in its early stages. Our selected examples illustrate the use 
of DNA-based recording to investigate: 1) the lineage origins of vari-
ous cell types; 2) the dynamics of clonal dominance in development 
and disease; 3) the orchestration of cell-fate decisions by intrinsic and 

extrinsic signals; and 4) non-invasive bacterial monitoring of cellular 
behaviours and environmental conditions (Fig. 3).

Lineage origins during development and regeneration
A central goal of developmental biology is to elucidate cell lineage 
relationships and molecular changes during the development of a 
single-celled zygote into a multicellular organism composed of numer-
ous cell types. Most studies to date have focused on clonal tracing, which 
defines the descendants of a cell5–7,101,102. For example, a major question 
in blood development and immunology is what kinds of progenitor give 
rise to diverse blood and immune cell types and how their abundance 
changes with age. To address this question, an inducible scarring-based 
barcoding system, CARLIN, was used to label mouse cells in vivo with a 
unique genetic barcode, which was then captured alongside the tran-
scriptome via scRNA-seq5. Prior to this work, the general paradigm was 
that definitive haematopoietic stem cells (HSCs) derive from pre-HSCs 
and establish blood production in late fetal and adult mice. However, 
lineage tracing facilitated the identification of a new progenitor type, 
embryonic multipotent progenitors (eMPPs), which are also derived 
from pre-HSCs. Barcoding analysis revealed that eMPPs preferentially 
contribute to lymphoid lineages and persist lifelong, but that their out-
put decreases with age. Conversely, adult HSCs increase productivity 
with age but do not compensate for the loss of lymphoid cell production 

Box 3 | The potential of DNA-based recording in the immune system
 

Innate immune cells can remember past encounters with pathogens, 
enhancing their responsiveness upon re-exposure200,201. This 
phenomenon, termed trained immunity, expands our understanding 
of innate immune function and its importance in host defence. 
However, many questions remain regarding the specific immune-cell 
populations involved, the metabolic changes that occur, such 
as glycolysis, and the duration of the memory response. These 
questions could be addressed by a DNA recording system with four 
barcodes (BCs) at target sites specified by guide RNAs (gRNAs), as 
illustrated (see the figure, panel a). In this example, a DNA recorder 
constitutively edits barcode A to capture lineage information of the 
innate immune cells during their specification and differentiation. 
Another editor with a transcription factor coupled to pattern 
recognition receptors (PRRs), which detect pathogen-associated 
molecular patterns (PAMPs), translocates into the nucleus upon 
activation, where it regulates editing of barcode B202,203. Glycolysis, 
a key metabolic pathway upregulated in trained innate immunity, is 
monitored with a glycolytic biosensor detecting metabolites such as 
fructose-1,6-bisphosphate, initiating conditional editing of barcode 
C204–207. In addition, the pro-inflammatory signalling response would 
be recorded in barcode D under the control of NF-κB response 
elements208,209. Innate immune cells could then be sequenced to 
recover their cellular identities and recorded histories, providing a 
comprehensive view of the trained immunity process (see the figure, 
panel b). The reconstructed information would allow researchers to  
infer the number of pathogen challenges the cells encountered, the  
metabolic and pro-inflammatory response of the cells, and how these  
responses differ across cell types. This information would in turn provide 
insights into the formation of immune memory and the responses of 
trained innate immune cells upon pathogen re-exposure.
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from eMPPs. These data, obtained by recording, provide a potential 
explanation for immune decline during ageing.

Another scarring-based method, called LINNEAUS, was used to 
investigate the origin and functions of key cell states in zebrafish heart 
regeneration7. A key question in regeneration is which cells contribute 
to the regenerated tissue. Three transient fibroblast cell types induced 
by heart injury were identified to have pivotal roles in tissue repair. 
DNA-based recording revealed that two types of fibroblast (expressing 
col11a1a or col12a1a) were lineage-related and originated from the heart 
epicardium, whereas the third type (expressing nppc) emerged from 
the endocardium (Fig. 3a). Depleting col12a1a-expressing fibroblasts 
impeded heart regeneration, underscoring their pro-regenerative 
function. The study showcased how DNA recording helps to reveal 
the distinct origin and signatures of cells with regenerative functions.

Clonal dominance in development and cancer
Embryonic progenitors can give rise to clones of drastically different 
sizes, thanks to a combination of intrinsic differences, extrinsic cues 
and stochastic processes103,104. Recording approaches as well as live 
imaging have revealed clonal dominance, where a small number of 
progenitors contribute disproportionately to a specific organ or cell 
type. For example, the DNA scarring-based method GESTALT was  
used to barcode embryonic progenitors to trace lineage throughout 
zebrafish development9. Remarkably, while about 20 early embryo  
cells seemed to give rise to the entire zebrafish blood system, as few 
as 5 clones explained 98% of the blood lineage in an adult animal. This 
study illustrates the power of DNA-based recording to reveal patterns 
of clonality from embryo to adult.

Clonal dominance is also evident in cancer, where evolving clones 
within tumours acquire specific survival, proliferation and meta-
static properties. Classic studies showed intratumoural heterogene-
ity between primary and distant sites but did not reveal how cancer 
metastasis plays out within individual clones over time. Lineage tracing 
using DNA recorders has been recently applied to yield insight into 
clonal evolution and the role of specific genes in metastasis and cancer 
progression8,105–108. For example, human lung cancer cells, engineered 
to record their lineage by DNA scarring, were surgically implanted into 
the lungs of mice8. Phylogenetic tree reconstruction was performed 
for hundreds of clones as they grew and spread over months using the 
mutated barcodes. Reconstructing deep trees and analysing where 
related cells were positioned within the lung allowed quantification 
of metastatic capacity for each clone, which ranged from completely 
non-metastatic to the aggressive colonization of distant sites (Fig. 3b). 

This analysis also revealed a metastatic hub in lymph tissue, and com-
plex seeding topologies disseminated clones across the body and even 
back to primary tumours. Gene-expression differences between clones 
arose early before transplantation and were mildly predictive of these 
divergent metastasis phenotypes, except for rare exceptions where 
some clones developed new potential. Candidate gene perturbations 
also altered invasiveness phenotypes, validating their functional role 
in driving metastasis. Overall, this work, as well as several other related 
studies105–108, demonstrates the power of DNA recorders to illuminate 
metastatic progression and heterogeneity.

Intrinsic and extrinsic cellular experiences
A key challenge in developmental biology is to disentangle the effects 
of cell-intrinsic factors inherited through lineage and cell-extrinsic 
signals in the local cellular environment on cell-fate decisions. The 
ability to reconstruct lineage in situ could reveal the relative roles of the 
two kinds of cue. To this end, the image-readable, recombinase-based 
recording tool intMEMOIR was used to trace the emergence of fly neu-
ron types from an embryonic progenitor pool10. Imaging-recombined 
barcodes in adult brains revealed that neurons derived from the same 
embryonic clone exhibited a spatially dependent similarity in ter-
minal cell identity, with nearby cells more similar in cell type than 
those located further apart. By contrast, cells from different clones 
showed no relationship between their spatial position and termi-
nal cell identity. These findings highlight the complex way in which 
lineage and extrinsic cues combine to determine cell fates in a spatially 
patterned tissue.

Another fundamental question in developmental biology is 
how symmetries are broken and axes are formed in a stereotyped 
fashion. Stem-cell-derived embryo models provide experimentally 
accessible systems to address this question. A recent study used 
DNA rearrangement-based recorders in the mouse gastruloid model 
to conditionally record signalling activated by Nodal, Bmp or Wnt 
morphogens11. The DNA rearrangements produced heritable changes in 
fluorescent protein expression, enabling live imaging of recorded sig-
nals during gastruloid development. This approach revealed that Nodal 
and Bmp exhibited spontaneous heterogeneous activity among cells, 
which modulated Wnt signalling. Differences in Wnt signalling led to 
the emergence of distinct Wnt-active and Wnt-inactive cell populations, 
which differed in their expression of the adhesion molecules that allow 
sorting into posterior and anterior domains (Fig. 3c). Interestingly, 
recording at different times revealed that Wnt activity was only weakly 
predictive of the later spatial position along the anterior–posterior 

Fig. 3 | Biological insights from in vivo DNA recording. a, CRISPR-based DNA 
recording traced the origins of regenerated cardiomyocytes following heart 
injury in zebrafish. Single-cell RNA sequencing (scRNA-seq) at defined days 
post-injury (dpi) retrieved DNA recordings concurrent with cell states. These 
data enabled the reconstruction of lineage relationships, identification of cell 
types, and point to the epicardium as a likely source of col12a1a-expressing 
fibroblasts. b, CRISPR-based DNA recording reveals clonal relationships in 
cancer progression through a xenograft study involving human KRAS-mutant 
lung adenocarcinoma cells transplanted into the left lung of immunodeficient 
mice. Analysis of dissected and sequenced metastatic cells identifies key genes 
contributing to metastasis by integrating clonal relationships with spatial 
cell-state information. c, Conceptual diagram of a recombinase-based circuit 
reporting morphogen activity during gastruloid formation. A morphogen-
responsive enhancer drives the expression of rtTA (reverse tetracycline-
controlled transactivator). In the presence of doxycycline (dox), rtTA 

activates a Tet-responsive element, driving expression of Cre recombinase. 
Cre-mediated recombination at loxP sites removes a stop cassette enabling 
constitutive expression of a fluorescent reporter. This approach allows the 
visualization of cells that have experienced morphogen signalling within a 
defined recording window, revealing spatial patterns of signalling pathways 
coinciding with gastruloid symmetry breaking and elongation. d, Sentinel 
Escherichia coli engineered with Record-seq reverse-transcribe transient mRNA 
into CRISPR arrays within the gut using Cas1–Cas2-based recording. Analysing 
faecal samples through deep sequencing and computational methods offers 
insights into bacterial adaptation to gut conditions such as dietary shifts 
and inflammation response. CRISPR, clustered regularly interspaced short 
palindrome repeats; RT, reverse transcription. Part a adapted from ref. 7, 
CC BY 4.0 (https://creativecommons.org/licenses/by/4.0/). Part b adapted 
with permission from ref. 8, AAAS. Part d adapted with permission from 
ref. 12, AAAS.
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axis when recorded at 72 hours after gastruloid formation, but became 
strongly predictive when recorded at 96 or 120 hours after gastru-
loid formation. These results demonstrate that Wnt activity is a criti-
cal player in symmetry breaking, and acts as a predictive factor for 
future cell positions and fates along the anterior–posterior axis.

Non-invasive recording of the environment
The examples discussed above are focused on capturing lineage rela-
tionships among mammalian cells, except for the example in ref. 11, 
which reports recording or marking of canonical signalling pathways. 
Another example illustrates recording of an additional non-lineage 
aspect of cell states, in prokaryotes rather than eukaryotes. Specifically, 
bacteria were recently engineered to record their own global transcrip-
tional responses during transit through the mouse gut12. A chimeric 
Cas1–Cas2-RT (reverse transcriptase) insertional editor was used to 
reverse-transcribe cellular mRNA and integrate the resulting DNA into 
a genomic target site. These engineered bacteria were deployed as 
‘sentinels’, as the recorded transcripts were informative with respect to 
their interactions with food, host cells and other microbes during gut 
transit. The recordings were recovered through RNA-seq of samples col-
lected from faeces and revealed bacterial adaptation to nutrient avail-
ability, acid stress, inflammation and microorganism–microorganism 
interactions (Fig. 3d). Although currently limited to Escherichia coli, 
this study and other Cas1–Cas2-based recording systems81 open up pos-
sibilities for non-invasive analysis of complex microbiota physiology 
and adaptation in vivo.

Practical challenges for DNA-based recording
These initial demonstrations of recording serve as motivating pros-
pects for what could be achievable, and eventually routine, as we 
develop more powerful recording systems. However, to realize their 
full potential, the field must address several key technical challenges 
to writing, reading and reconstructing DNA-based recordings.

Challenges for writing information
Programming conditional recorders. To date, most work in this field 
has been based on constitutive recorders. Ideally, these would be 
complemented by a library of conditional recorders that respond to sig-
nalling pathway activity, enhancer activity, specific transcripts, intra-
cellular ligands, extracellular ligands, metabolic fluxes, neural activity, 
mechanical forces and infections, among other biological parameters. 
In practice, only a few studies have demonstrated conditional record-
ers, mostly relying on signal-dependent cis-regulatory elements (CREs) 
to drive production of a gRNA or pegRNA, or transcriptional acquisition 
systems in prokaryotes11,12,19,78,80,81. Much work remains to be done to 
expand and optimize the repertoire of CRE-based recorders, for exam-
ple, to encompass all major signalling pathways and cell types, while 
transcriptional acquisition systems beg to be adapted to eukaryotic 
systems. Furthermore, existing signal-dependent CREs may not report 
linearly on pathway activation, and concatemerized synthetic reporters 
might behave differently from endogenous response elements. Fur-
thermore, many biological phenomena occur post-transcriptionally, 
requiring alternative strategies to activate conditional recorders. 
For example, dual-component gRNAs can be used to create condi-
tional recorders activated by specific protein–protein interactions79. 
Leveraging de novo designed binders or receptors, or aptamer-driven 
gRNA activation, could further expand the range of recordable sig-
nals. Finally, we note that these early demonstrations of conditional 
recorders have yet to be coupled to constitutive recorders.

Maintaining bio-orthogonality. Editors, recorders and recording 
media must maintain bio-orthogonality, that is, they must minimize 
interference with native biology. Although most cells and organisms 
can tolerate the extensive addition of genomic content (for example, 
34 megabases (Mb) in the TcMAC21 mouse model, a transchromosomic 
mouse model of Down syndrome that harbours the long arm of human 
chromosome 21 as a mouse artificial chromosome (MAC)109), suggest-
ing the potential for accommodating substantial amounts of recording 
‘equipment’, each biological model may interact differently with any 
recording components used. The interference can result in low port-
ability (for example, low efficiency of Cas1–Cas2-based editing in mam-
malian cells), toxicity and off-target effects (for example, Cas9-induced 
DSBs50,53 or the Cre recombinase110), or disruption of genomic context 
around the integration sites of recording components. Although dis-
ruption of the genomic context can be mitigated using defined ‘safe 
harbour’ loci to integrate editors, recorders or media, addressing the 
former two issues requires thorough testing and validation using the 
biological model of interest. In the future, de novo designed binder or 
receptor proteins could potentially be used as sensors and/or signal 
transduction systems to help to maintain bio-orthogonality111.

Timescales and capacity. Cellular histories with single-cell-cycle 
resolution require at least one edit per cell division. A key challenge is 
stabilizing the edit rate, which can diminish over time owing to factors 
such as silencing of editor expression and reductions in the number 
of unedited target sites. Ideally, editors and recorders would reside 
at safe harbour loci to resist silencing, and the system would possess 
vast amounts of information capacity or use mechanisms to stabilize 
the recording rate (for example, with DNA Typewriter, each successive 
write event both destroys and creates an editable site76). Recorders 
should ideally vary across timescales from capturing sub-cell-cycle 
events in seconds or minutes (for example, cell-signalling cascades) 
to monitoring long-term processes over hours, days, months or years 
(for example, cellular differentiation or disease progression). Since 
DNA-based recorders rely on DNA repair mechanisms, they are inher-
ently more compatible with the longer timescales, whereas recorders 
based on other modalities such as RNA or proteins may be better suited 
to fast timescales.

Spatial information. Current spatial methods capture only a single 
moment in cellular interactions, lacking insight into the spatial origins 
of cells. In organs such as the brain and immune system, understand-
ing past spatial proximity is crucial for subsequent development and 
function. For example, recording spatial proximity could shed light on 
migration patterns during embryogenesis or reveal anatomical locations 
and previous cell contact histories of immune cells112,113. It could also allow 
the spatial inference of metastasis from initial tumour to colonization 
of new tissues. One possible way to record the spatial trajectory of cells 
is to leverage synthetic signalling pathways. In this approach, ‘sender’ 
cells expressing synthetic ligands activate matching synthetic receptors 
in neighbouring ‘receiver’ cells, for example, SynNotch, Tango, MESA 
and BAcTrace114–123. SynNotch is a promising approach because it labels 
neighbouring cells upon contact and could potentially be coupled to 
CRISPR recorders. However, a challenge lies in ensuring unique labelling 
of each receiver cell by each sender, requiring numerous orthogonal 
signalling channels or intercellular genetic material transfer.

Recording across model and non-model organisms. Understand-
ing the evolution of development and what features are conserved 
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or variable between species remains one of the most fundamental 
challenges in biology. Generating stable transgenic cells and animals 
with diverse recording capabilities will allow rapid characterization 
and comparisons of development and homeostasis across various 
organisms. However, complex, stably integrated recording systems 
may be difficult to engineer in most non-model organisms. Creat-
ing ‘portable’ recording systems that can be introduced into diverse 
animal species using viral vectors could address this limitation. These 
systems need to be genetically compact yet provide enough memory to 
record sufficient data to analyse particular developmental processes, 
and to maintain bio-orthogonality with respect to the native biologi-
cal processes. The development of larger and more tissue-specific 
delivery vectors124–126, as well as artificial chromosomes with large 
capacity, high mitotic stability and broad host range should help to 
realize this possibility127–129.

Challenges for reading DNA records
Missing information. Many of the outstanding technical challenges 
for recovering DNA-recorded information are touched on above (see 
section ‘Reading DNA-recorded information’), and essentially converge 
on missing information, that is, a failure to recover all information 
recorded in each cell (drop out), or to recover histories of all cells from 
a tissue or organism (sampling depth). The consequences of miss-
ing information can be substantial. For example, recovering just 1% 
of cells from an organism allows the generation of sparse trees that are 
informative of early lineage relationships, but it is uninformative for the  
key terminal cell divisions that drive cellular specialization. Taking 
the adult mouse as an example, recovering DNA records with almost  
100% efficiency from nearly all of its approximately 10 billion cells is a 
task on a scale that cannot currently be achieved, even if the sampling 
depth and dropout issues were fully solved, owing to limitations inher-
ent in scRNA-seq technology. Therefore, the field needs scRNA-seq 
methods to advance by several orders of magnitude, spatial transcrip-
tomic methods to advance to a level at which entire animals can be 
routinely profiled at single-cell resolution, or DNA-based recording to 
advance to the point where the entire, longitudinal history of a cell can 
be captured by a single, contiguous DNA sequencing read.

Survivorship bias. Another key challenge related to recovering DNA 
records is survivorship bias — many if not most cells produced during 
an organism’s life die, resulting in the loss of their records. Moreover, 
current approaches rely on isolating and destroying cells that contain 
recorders. One way these issues could be addressed is by engineer-
ing cells to export recordings over time through protective nanopar-
ticles. For example, the COURIER system uses RNA export systems 
based on viral and synthetic components that efficiently package 
target RNAs into protective nanoparticles secreted from cells130. By 
incorporating RNA barcodes, sampling the exported RNA from culture 
media, and sequencing these barcodes enables longitudinal tracking of 
clonal population dynamics and overcomes barriers to accessing RNA 
from living cells in a non-destructive manner. Furthermore, if each cell 
produced multiple nanoparticles before division, this amplification 
could reduce the likelihood of cell dropouts. This approach resolved 
the expansion and decline of thousands of distinct cell clones over 
time in response to drug selection. These export tools have versatile 
applications, including real-time monitoring of biological phenomena 
for early disease detection and treatment optimization. In the future, 
increasing the rate at which nanoparticles are generated would help to 
resolve biological processes that occur at faster timescales.

Challenges for reconstructing histories
Quantifying cell dynamics. An overarching challenge is to accurately 
quantify variations in cell behaviour and thus to capture cellular dynam-
ics, such as the rates of division, differentiation, apoptosis and migration. 
Although similar cells tend to exhibit similar dynamics, certain factors 
such as gene-expression variability among cells or responses to signalling 
molecules can have a more pronounced influence on cell dynamics than 
others. The phylodynamic framework should enable such quantification 
based on a reconstructed decorated tree131. As phylodynamic approaches 
often require in-depth adjustment even within their field of origin — 
epidemiology — reasonable model assumptions and approximations 
remain to be explored for biological recording data.

Computational scaling. The computational cost of assembling trees 
grows exponentially with the number of cells, necessitating more 
scalable computational approaches to phylodynamic inference. 
Some approaches developed recently for datasets generated during  
the COVID-19 pandemic, which contain millions of sequences, may 
become helpful132–134. First, one can use fast heuristics for tree topology 
estimation and, if appropriate, ignore all topology uncertainty, while 
using statistical tools that provide an estimation of uncertainty for 
more uncertain processes like timescales. Second, for phylodynamic 
parameter estimation, analyses with smaller numbers of cells might 
be informative, and analyses of smaller subtrees could be merged 
for overall results. Third, utilizing graphics processing units (GPUs) for 
calculations and large memory can further facilitate analyses.

Timings of conditional recordings. A conditional recorder captures 
specific features of a cell’s history over time, with the intensity of 
recording dependent on the abundance of that feature (for example, 
RNA transcript or signal transduction activity levels). To interpret 
such data accurately, we need to establish the timing of conditional 
recordings, otherwise we cannot distinguish between short periods 
of high signal intensity versus long periods of low signal intensity, nor 
between the relative timing of different signals in the same system if 
multiple conditional recorders are present. One strategy to address this 
issue is to implement a constitutive time recording that runs in parallel 
to the conditional recording17. Lineage tracing through a constitutive 
recorder would allow conditionally recorded events to be mapped back 
on a branch in the lineage tree, albeit with a temporal resolution limited 
by the rate of cell division. However, with recording strategies that 
explicitly preserve the order of events in writing to DNA and further-
more write constitutive and conditional signals to a shared medium76,78, 
duration versus intensity versus order of conditional signal(s) could 
be disentangled even between cell divisions or in post-mitotic cells.

When analysing such data, it will be necessary to consider whether 
a given set of cells or recordings share a common history. For sets 
of cells or recordings without a shared history, such as non-dividing 
neurons, time-series analysis approaches might be applicable135,136. 
If the cells or recordings share a common history, it will be impor-
tant to account for this shared lineage to avoid biases137. Ideally, one 
would perform joint analysis of cell lineage and conditionally recorded 
signals, given that they may be mutually informative. Packer et al.138 
leverage Caenorhabditis elegans to provide a compelling early exam-
ple of how this might be approached, by jointly analysing single-cell 
transcriptome data layered onto the invariant lineage. For such joint 
analyses, approaches developed for time-lapse microscopy data can 
also be considered139. However, additional complexities arise with 
DNA-based recording data. These include the need to reconstruct 
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rather than directly image the cell lineage tree, the indirect measure-
ment of the timing of features through a separate recorder, and the 
fact that feature intensity is inferred from the number of recordings 
within a given time window.

Combining datasets. Complete molecular recording over vast spati-
otemporal scales is currently not feasible. However, integrating data-
sets from different experiments, using data from the same biological 
entity but different replicates, time periods and/or molecular modali-
ties has the potential to yield a cohesive view of the cellular dynamics 
governing a system of interest. Combining data from different indi-
viduals of the same species may allow us to differentiate deterministic 
rules from stochastic fluctuations and identify ‘historical’ molecular 
and cellular events underlying phenotypic changes due to mutations. 
It could also facilitate comparative developmental analyses across 
species, identifying both conserved and species-specific developmen-
tal programs. However, the development of methods for combining 
data across individuals or experiments in a coherent way remains a 
substantial challenge.

Infrastructure and standards. Accessible computational tools will be 
essential for advancing these developmental recording techniques, 
akin to the impact of ready-to-use computational analysis platforms for 
scRNA-seq or pathogen data analysis. As recording systems proliferate, 
and data accumulate, it will also be essential to develop public reposi-
tories and data standards, analogous to successful platforms in other 
areas of biology such as NextStrain (https://nextstrain.org/). These 
resources will enable data sharing, visualization and exploration of 
DNA-based recording datasets across methods and model organisms.

Emerging opportunities
In this section, we ask what exciting possibilities lie ahead. We focus 
on four domains: (1) high-capacity recording of development and 
homeostasis; (2) understanding the statistical nature of developmental 
programmes; (3) causal inference within and across individuals; and 
(4) engineering recorders to provide sentinel cells in humans.

Dense recording of development and homeostasis
We have yet to come even remotely close to saturating the enormous 
theoretical capacity for DNA-based information storage in living cells 
and organisms while maintaining viability. As noted above, mouse 
models with artificial chromosomes as large as 34 Mb are viable109, and 
the upper limit on how much engineered content can be added while 
maintaining viability has not been seriously explored. As a thought 
experiment, imagine that about 1% of the mouse genome (25 Mb) were 
engineered to support the data-storage aspect of biological recording. 
At a modest density of 2 recorded bits (that is, one base) per 50 base 
pairs (bp), this configuration would provide about one megabit of 
storage per cell. Although actual developmental lineage trees tend to 
be asymmetric, for simplicity, if we assume a perfect binary tree of 40 
cell cycles from fertilized zygote to the 1010 cells or so that constitute 
an adult mouse, only a small fraction of this storage capacity is suf-
ficient to completely capture cell lineage relationships. For example, 
if ordered recording was enabled, and 8 bits were successively set at 
random at each cell division to distinguish daughter cells from one 
another (28 = 256 possibilities), only 320 bits would be required to cap-
ture a complete lineage tree from zygote to adult. In this scenario, over 
99.9% of that one megabit would remain available to record aspects 
of biology other than cell lineage via conditional recorders (Fig. 4a).

If an additional 1% (25 Mb) or so were devoted to encoding the 
recorders themselves (not the target sites), at a modest density of one 
recorder per 10 kilobases (kb) or so, as many as 2,500 recorders could 
operate concurrently within each cell. A handful would be constitutive 
recorders, but the remainder could be conditional on signalling path-
ways, cell-type markers, epigenetic states, enhancer activities, tran-
script levels, intracellular and extracellular ligands, metabolic fluxes, 
neural activity, mechanical forces, infections or other aspects of cell 
biology. As such, it is possible to imagine a vast array of time-resolved 
internal recordings recoverable from individual cells. These systems 
could also be used to record information passing between cells. For 
example, systems could record cell–cell interactions or neuronal con-
nections. The resulting datasets would realize the vision of a densely 
decorated lineage tree with reconstructed signal dynamics (Fig. 1c). 
Furthermore, ordered recording could enable the capture of quan-
titative dynamics in the absence of cell divisions, for example, in 
post-mitotic neurons or adult homeostasis, over weeks, months or 
years. Overall, assuming we exhaust our hypothetical DNA-based stor-
age capacity over the course of the lifetime of an adult mouse composed 
of around 1010 cells, we could in principle capture as much as 253 bits, or 
more than a petabyte, of information, per individual.

Statistical development
Variable development is the rule; the famous invariance of C. elegans lin-
eage is an exception. The robustness with which development unfolds 
in most multicellular organisms is a consequence of stochastic rather 
than deterministic processes. However, this has been deeply explored 
in only a handful of cases (for example, branching morphogenesis140). In  
most contexts, the statistical analysis of development is substantially 
constrained by our ability to track the state of individual cells at scale. 

Glossary

Cell fate
An identity that a cell acquires during its 
development.

Cellular history
The complete lineage tree, trajectory, 
spatial context and external stimuli that 
direct cell fate.

Clone
In developmental biology, a set of cells 
descending from a single ancestor cell.

Conditional recorder
A recording system whose activity is 
gated by a specific stimulus.

Constitutive recorder
A recording system that is always active.

Decorated tree
A reconstructed lineage tree together 
with information on the trajectory, 
spatial context and external stimuli for 
the cells in the lineage tree.

DNA-based recording
Recording cellular history into 
genomic DNA.

Lineage tree
The sequence of ancestor–descendant 
relationships among cells represented 
as a tree structure. In a lineage tree, 
branching events correspond to cell 
divisions.

Molecular state
Information describing the molecular 
composition of a cell at a specific point 
in time, for example, its transcriptome 
or epigenome.

Trajectory
A chronicle of the changes in a cell’s 
molecular state over time. In the 
single-cell RNA-sequencing field, this 
is routinely inferred from a set of the 
molecular states of a cell, such as 
in a pseudotime trajectory.
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For example, in the vertebrate retina, individual progenitor cells give 
rise to variable clones, both in terms of size and cell-type composi-
tion. How these variable clones together create the stereotypical and 
reproducible structure of the retina is still an open question. Patterns 
in the distribution of cell fates on lineage trees can reveal the mixture 
of fate-restricted progenitors that in turn generate the full distribution 

of cell fates in the mature retina with the right proportions and spatial 
organization141. Zooming out, reconstruction of decorated lineage trees 
may provide fundamentally new ways of addressing some of the oldest 
questions in developmental biology, for example, the statistical and 
signal-enforced rules by which fate-biased progenitors collectively gen-
erate the cell-type distributions required for functional modules (for 
example, a nephron or neuronal circuit), tissues (for example, a retina) 
or organs (for example, a liver) (Fig. 4b). Even within a single individual, 
comprehensive recordings may enable us to distinguish the stochastic 
versus constrained aspects of such processes (for example, how many 
ways there are to make a nephron).

Of course, variation will manifest not only within a single individual 
but also between individuals, and both within genotypes as well as 
between phenotypes. To what extent can phenomena such as incom-
plete penetrance and variable expressivity be explained by the variance 
induced through the statistical rules underlying development? To what 
extent can common phenotypic variance among humans be under-
stood as a consequence of the same statistical processes? Through the 
analysis of dense, decorated trees generated from many individuals, 
both within and across genotypes, it may be possible to extract general 
principles about how macroscopic phenotypic variance emerges from 
earlier stochastic events in the context of normal development142,143.

Causal inference
Although we understand the genetic basis for thousands of Mendelian 
disorders, our understanding of the mechanisms by which mutations 
in particular genes give rise to specific phenotypes lags far behind. 
Developmental disorders are mostly pleiotropic; a multitude of system- 
and context-specific mechanisms can underlie the path from genotype  
to phenotype. Historically, the biology of developmental disorders 
has been studied at a limited number of timepoints, typically after 
a phenotype has manifested. This approach offers little insight into 
the early moments of causation that are buried within the devel-
oping embryo. For many disorders, combining densely decorated 
lineage trees from different timepoints and comparing mutant and  
wild-type trees could potentially pinpoint the molecular and cellular 
causes of downstream phenotypes (Fig. 5a). For example, shifts in statis-
tical rules governing particular cell types at particular moments might 
explain how the haploinsufficiency of a gene leads to each pleiotropic 
aspect of a gross phenotype.

In the future, organism-scale biological recording systems could 
potentially be combined with synthetic biology approaches to acti-
vate user-defined genetic circuits at specific times or within specific 
sublineages. During development, synthetic circuits could be used 
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to track cell states and ectopically activate transcription factors to 
drive desired downstream fates or morphological characteristics. 
This paradigm could be used to generate novel cell types with hybrid 
functions: for example, pancreatic alpha or delta cells that, in addi-
tion to their normal hormone outputs, secrete insulin, or retinal cells 

with rod-like sensitivity but with cone-like colour detection. Alterna-
tively, in physiology, neurons could be selectively activated according 
to their prior activity levels stored through recordings. This would 
enable analyses of how memory and learning are established in the 
brain, and reveal to what extent prior activity has an impact on future 
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responses. We can also imagine future cellular recording systems that 
are combined with multiplex in vivo perturbation systems to perturb 
multiple genes in multiple timeframes in multiple cell types, all within 
the context of a single animal, followed by recovery and analysis of the 
molecular and cellular consequences for each of these perturbations 
of gene, time frame or cell type.

Engineered memory sentinel cells in humans
Recording molecular and physiological states over time in individ-
ual people would provide rich datasets that enable early diagnosis, 
improved treatment of disease and better-informed health decisions, 
as well as insight into mechanisms and causes of disease. Optical and 
electronic devices are increasingly being deployed for non-invasive 
monitoring of blood glucose and some other basic physiological vari-
ables. However, most signals in the body, and the variations in those 
signals across tissues and organs, are inaccessible with such devices. 
Assuming that safety concerns could be adequately addressed, an 
alternative paradigm would be to engineer autologous ‘memory senti-
nel cells’ that reside within the body at different locations, and passively 
record a diverse range of molecular and cellular biomarkers (Fig. 5b). 
These cells could be engineered to allow readout of the signals through 
reporter systems consisting of secreted information-dense protein 
or nucleic acids retrieved from urine, blood or stool130,144. Memory 
sentinel cells would thus provide the possibility of surveilling all organ 
systems, analogous to a human-readable immune system. For exam-
ple, in slow, degenerative disorders such as Huntington disease or 
age-related macular degeneration, sentinel cells could store and report 
longitudinal information, such as extracellular biomarkers and other 
microenvironmental parameters, alongside tissue-location informa-
tion, to provide insights into the spatiotemporal mechanisms behind 
disease progression.

Additionally, memory sentinel cells could be extended to ana-
lyse and act upon the information they record (Fig. 5b). Such active 
memory sentinel cells could perform complex logical operations 
and enact interventions more precisely than what is possible with 
current approaches, such as chimeric antigen receptor (CAR) T cells. 
They could also potentially incorporate mechanisms to address safety 
concerns, for example, by incorporating engineered tumour suppres-
sors or small-molecule-activated self-destruct circuits to serve as 
‘kill switches’. Recording could provide two inter-related advantages 
for such cells. First, it would enable the cell to store large amounts of 
sensing data in the genome and access those data to make decisions 
about whether and how to respond in a given context. This could enable 
targeting of pathological microenvironments defined by complex 
combinations of factors, ensuring that treatments are delivered only 
where needed. Second, by recording data over long timescales, a cell 
could respond not only to the present state of their environment but 
also to its dynamic history, identifying aspects of the physiological 
state that are worsening or improving. If the sentinel cells migrate or 

circulate, this dynamic history could integrate information over space 
and time. This would allow engineered cells to carry out specific func-
tions in one tissue informed by information recorded in other tissues 
or organs. More generally, such cells, with complex programmable 
logic and access to a large memory, could execute programs whose 
complexity vastly exceeds what is currently envisioned in synthetic 
biology and cell therapy fields.

Conclusions
Here, we have considered the rationale for biological recording, the state 
of the art of the underlying technologies, applications of this paradigm 
so far, various practical challenges that are presently rate-limiting and 
emerging opportunities. We envision that recent technological advances 
in DNA-based recording, coupled with overcoming these challenges, 
will enable the routine recording of cellular histories. This approach will 
further our understanding of cell decisions over time, given their cellular 
ancestry and past cell trajectories, and in response to external signals 
and spatial context. Comparative analyses of such data will enable the 
deduction of general rules of cell decisions in development and disease. 
Looking ahead, when recordings can be coupled to responses, such 
technologies will offer unique opportunities within synthetic biology, 
in both basic research and in translation to medical applications.
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